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Abstract. Most existing graph-based semi-supervised classification
methods use pairwise similarities as edge weights of an undirected graph
with images as the nodes of the graph. Recently several new graph con-
struction methods produce, however, directed graph (asymmetric similar-
ity between nodes). A simple symmetrization is often used to convert a
directed graph to an undirected one. This, however, loses important struc-
tural information conveyed by asymmetric similarities. In this paper, we
propose a novel symmetric co-linkage similarity which captures the essen-
tial relationship among the nodes in the directed graph. We apply this new
co-linkage similarity in two important computer vision tasks for image cat-
egorization: object recognition and image annotation. Extensive empirical
studies demonstrate the effectiveness of our method.

Keywords: Directed graph learning, Co-linkage similarity, Multi-label
classification, Object Recognition, Image annotation.

1 Introduction

Many computer vision problems, such as image categorization including object
recognition and image annotation, are often solved by semi-supervised classifi-
cation algorithms due to the lack of enough labeled training data. Most, if not
all, existing graph-based semi-supervised classification algorithms learn on an
undirected graph [21,20,6,19,16] with images as the nodes and pairwise image
similarities as edge weights. The edge weights of the graph are typically assessed
using traditional graph construction functions, such as Gaussian kernel simi-
larity. Such graph-based semi-supervised classification performance is sensitive
to parameter variances, and there is no reliable way to determine the optimal
parameter value especially when the amount of labeled data is small [20,15,3,18].

In order to tackle this parameter sensitivity problem, several robust graph
construction methods have been proposed recently such as [15,3,18,8]. A common
aspect of these methods, however, is that their immediate output is a directed
graph (asymmetric similarity between nodes). In order to make use of existing
graph-base semi-supervised classification algorithms, they convert the directed
graph to an undirected one through a simple symmetrization step. To be more
specific, the weight of an edge on the converted undirected graph is assigned by
the average of the two weights on both directions of the same edge in the original
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directed graph. Consequently, the important structural information conveyed
by edge directions are simply discarded, and the benefits of these methods are
impaired.

In this work, employing four basic second order processes of directed graph,
co-citation, co-reference, and passage as shown in Fig. 2, we propose a novel
co-linkage similarity (CS) to measure the pairwise similarity between any two
vertices in a directed graph, by which the valuable structural information from
directed pairwise relationship between vertices is preserved. Besides, motivated
by Hypertext Induced Topic Selection (HITS) algorithm [10] and PageRank
algorithm [13] but different from them, our CS symmetrically normalizes both in-
links and out-links of a directed graph in a balanced manner, such that effective
mutual link reinforcement can be achieved. As a result, the pairwise relationships
among the vertices are enhanced and the topological structure turns out more
lucid, such that the performance of subsequent classifications on the induced
undirected graph is improved.

We first show an example that demonstrates the effectiveness of the proposed
CS. Fig. 1 shows part of the directed graph generated by the method from [18]
using UIUC car data [1]. Vertices e and l are positive training samples, i.e., a
car exists in the picture; vertices b and c are negative training samples, i.e., no
car exists in the picture; the rest are testing images. The goal is to predict the
label of testing image z. Previous methods symmetrize the directed graph to
an undirected one. Because the immediate training in-neighbors of z is c, which
dominates the label assignment of z, the cars in picture z can not be detected. In
our method, the positive co-reference between e and z, together with the positive
co-citation between l and z, overwhelms the negative co-reference between b and
z, therefore z is correctly assigned with a positive label.

We apply the proposed CS to two important computer vision tasks for image
categorization, object recognition and image annotation, using semi-supervised
classification algorithms. Promising experimental results demonstrate the effec-
tiveness of our proposed CS.

2 Backgrounds

We first define necessary notations used in the discussions in the sequel.

Semi-supervised learning notations. Suppose we have n = nl + nu data
points {xi}n

i=1 corresponding to n images, where the first nl data points are al-
ready labeled by {yi}nl

i=1 for K target classes. Here, xi ∈ R
p and yi ∈ {−1, +1}K,

such that yi (k) = +1 if xi belongs to the k-th class, and −1 otherwise. Our task
is to learn the classification {yi}n

i=nl+1 for those unlabeled data.

Graph notations. Given the input data as above, we may construct either an
undirected graph or a directed graph to capture the pairwise relationships among
the data points for succeeding graph-based semi-supervised classification.

Pairwise similarities between data objects are usually described as an undi-
rected graph Gu with a symmetric weight matrix W ∈ R

n×n.
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Fig. 1. Part of directed graph generated by L1G method [18]. Vertices e and l are
positive training samples, i.e., a car exists in the picture; vertices b and c are negative
training samples, i.e., no car exists in the picture; the rest are testing samples. For the
test picture z, only our CS measure can correctly detect the existence of the cars.

Suppose Gd = (V , E) is an unweighted directed graph with vertex set V and
edge set E ⊆ V × V . Gd is described by the asymmetric adjacency matrix L =
{0, 1}n×n, such that |V| = n, and Lij = 1 if there is an edge i → j from vertex
i to vertex j, and Lij = 0 otherwise. The edge i → j is an ordered pair, and
we say j is the out neighbor of i, or i is the in-neighbor of j. The number of
out-neighbors of i is the out-degree of i, given by d+

i =
∑

k Lik. Similarly, the
number of in-neighbors of j is the in-degree of j, given by d−j =

∑
k Lkj . Let

Dout be a diagonal matrix and Dout (i, i) = d+
i , and Din be a diagonal matrix

and Din (i, i) = d−i .
A weighted directed graph is described by a weight matrix R ∈ R

n×n when
there exists a function r : E → R

+, which associates a positive value Rij = r(i, j)
with every edge i → j ∈ E . Here we use R for directed graph to distinguish
from W for undirected graph. An unweighted directed graph is a special case of
weighted directed graphs when R = L. For a weighted directed graph, the out-
degree is defined as d+

i =
∑

k Rik, and the in-degree is defined as d−i =
∑

k Rkj .
When it is clear from context, we use W and Gu interchangeably, and same

for R (or L) and Gd.

2.1 Traditional Undirected Graph for Semi-supervised Learning

Traditional graph construction scheme comprises two steps: adjacency construc-
tion and graph weight calculation. For the former, there exist two widely used
methods [2]: ε ball and K-Nearest Neighbor methods. For the latter, although
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there exist other methods, Gaussian kernel similarity (GKS) defined as following
is the most frequently used one [2]:

Wij =

{
exp

(−‖xi − xj‖2/σ2
)
, ∀ (xi,xj) ∈ E ,

0, otherwise .
(1)

Unfortunately, classification performance using GKS in Eq. (1) heavily depends
on the selection of σ, and satisfactory results are not easy to achieve [15].

2.2 Directed Graph for Robust Semi-supervised Learning

Recently, based on sparsity representations, several robust graph construction
methods have been proposed [3,18,8]. Graph is a gathering of pairwise relations,
while the relation among visual images is essentially an estimation by human
cognition system. It has been proved [14] in neural science that the human vi-
sion system seeks a sparse coding for the incoming image using a few words in
a feature vocabulary. Wright et al. [17] demonstrated that the �1 linear recon-
struction error minimization can naturally lead to a sparse representation for
human facial images. In other words, a graph for image data can be naturally
constructed in a parameter free way through sparse representation. During the
�1 minimization for the optimal sparse representation, the direction of edges and
the graph weights are generated [18].

Sparse representation assumes that [3] any feature vector in a class can be
represented as a linear combination of some other feature vectors in the same
class. Also, given a feature vector, its sparsest representation is achieved when all
the basis feature vectors belong to the same class as the feature vector. Formally,
let X = {x1, . . . ,xn} denote all data vectors (images). For any given xi ∈ X ,
it can be decomposed as a sparse linear combination of the rest of the feature
vectors in X . We denote Fî = [x1, . . . ,xi−1,xi+1, . . . ,xn], thus the circumflex
notation î means “not i”. Then the linear representation of xi can be written
as:

xi = Fîsi ∈ R
m, (2)

where si ∈ R
n−1 is a coefficient vector whose nonzero entries are excepted to

be as few as possible. Because in image categorization, m � n − 1, the system
equation xi = Fîsi is underdetermined, its solution is not unique. Conventionally,
this difficulty can resolved by choosing the minimum �2 norm solution:

(P1) argmin
si

‖si‖�2 , subject to xi = Fîsi, (3)

While this optimization problem can be easily solved (via the pseudo-inverse of
Fî), the solution si is not especially informative for categorizing xi. si obtained
by Eq. (3) is generally dense, with large nonzero entries corresponding to many
training samples [17]. To tackle this problem, we seek the sparsest solution of
xi = Fîsi by solving the following optimization problem:

(P1) argmin
si

‖si‖�0 , subject to xi = Fîsi, (4)
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where ‖·‖�0 denotes the �0 norm, which counts the number of nonzero entries in
a vector. Although P1 is NP-hard and even difficult to approximate, in light of
the emerging theory of compressed sensing in signal processing, it can solved as
following �1 minimization problem if si is sparse enough [17]:

(P2) argmin
si

‖si‖�1 , subject to xi = Fîsi, (5)

where ‖·‖�1 denotes the �1 norm. si can be considered as the descriptor of image
xi using the rest images as basis. Directed graphs can be constructed using two
following methods: Sparsity Induced Similarity (SIS) [3] or �1 graph (L1G) [18]:

SIS graph: Rij =
max {si (j) , 0}

∑N
k=1,k �=i max {si (k) , 0} , L1G graph: Rij = |si (j) | . (6)

Other directed graph construction methods are also available such as [8,17].
Note that, by the construction in Eq. (6), Rij �= Rji, i.e., a directed graph Gd

is constructed with R as weight matrix. Apparently, R is parameter free.
Besides using sparsity representation, there also exist other mechanisms for

robust graph construction, such as linear neighborhood propagation method [15],
which also yields a directed graph as immediate output.

In order to work with existing graph-based semi-supervised learning methods,
a simple symmetrization step has been used to convert the directed graph R to
an undirected graph W [15,3,18] using

Wij = (Rij + Rji) /2 . (7)

Obviously, structural information conveyed by edge directions are discarded.

3 Co-linkage Similarity of a Directed Graph

In this section, we will introduce a method to measure similarities in a directed
graph. We consider the second order process on a directed graph. We first study
the four basic processes and later emphasize the importance of edge weight nor-
malization. This work is motivated by previous works in link analysis [10,13,5,7].

3.1 Co-linkage Similarity from Second Order Random Walk
Processes

On a directed graph, we consider the random walk process. If from node i, the
random walker has a large probability walks to j, we say there is a large similarity
between i, j. We consider the second order process as shown in Fig. 2. There are
four type of processes: co-citation, co-reference, passage (i → j) and passage
(j → i) to as illustrated in Fig. 2. It is sufficient to use these four basic process
to describe a directed graph.
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Fig. 2. Four fundamental second order processes on a directed graph. 1st figure: vertices
i and j are co-cited by vertex k. 2nd figure: vertices i and j co-reference vertex k. 3rd
figure: passage from vertices i to j. 4th figure: passage from vertices j to i.

Co-citation. If two vertices i and j are co-cited by many other vertices, such
as k in Fig. 2 (1st figure), i and j are likely to be related in some sense. Thus
co-citation is a similarity measure, and defined as the number of vertices that
co-cite i and j:

W
(c)
ij =

∑

k

LkiLkj =
(
LT L

)
ij

. (8)

Co-reference. On the other hand, if two vertices i and j co-reference several
other vertices, such as k in Fig. 2 (2nd figure), i and j are supposed to have
certain commonality. Co-reference also measures similarity between vertices:

W
(r)
ij =

∑

k

LikLjk = (LLT )ij . (9)

Passage. If there is a path between two vertices i and j through a vertex (such
as k), i and j can commute each other and have certain similarity. Because the
path could have two different directions, there are two types of passage links as
shown in 3rd and 4th figures of Fig. 2. Passage(i → j) is computed as

W
(p)
i→j =

∑

k

LikLkj = (LL)ij (10)

Passage(j → i) is computed as

W
(p)
j→i =

∑

k

LkjLki = (LT LT )ij (11)

All co-citation, co-reference, and passage define the similarity between vertex
pairs on a directed graph, therefore we define the co-linkage similarity as follow-
ing:

W = LT L + LLT + LL + LT LT . (12)

where we assume that co-citation and co-reference are equally important.

3.2 Link Normalization

On the web, a vertex/webpage with bigger out-degree has greater influence than
another vertex/webpage with smaller out-degree. However, since these out-links
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can be arbitrarily added by the webpage designer, and the importance of this
webpage can be arbitrarily increased.

In PageRank algorithm, every out-going hyperlinks from a vertex is inversely
weighted by its out-degree, thereby every vertex has the same total out-going
weight. This can be stated as Internet Democracy : every web site has a total of
one vote.

The hyperlink normalization and its importance are illustrated in Fig. 3. Ba-
sically, if a webpage has a large out-degree, the significance/uniqueness of its
cocitation is reduced. This points the necessity of out-degree normalization.

Generally speaking, the indegree of a document is not easily manipulated
and is therefore a good indicator of the importance of the webpage. But, when
counting co-reference between two webpages (see Fig. 3) as similarity between
the webpages, in-degree should also be normalized, because a webpage i with
large indegree lose the specificity of the those webpages pointing to i.

For the passage between i, j through k, the normalization is also needed. If
k has large in-degree and out-degree, then the information flow through k is
not special or specific, because many other pairs also pass through k. In other
words, the information flow between any two nodes has a large probability to
pass through k. Therefore, the passage through k is not statistically significant as
compared to another k′ with small in-degree and out-degree. A proper link weight
normalization on k will render the mediating power of k constant, independent
of the in-degree and out-degree of k.

i

j

k

m

n

p

q

k

m

n

p

q

i

j

Fig. 3. Importance of hyperlink normalization. Left: vertices i and j are co-cited by
vertices k, m and n. However, since vertex m also cites vertices p and q, the co-citation of
i and j by m is not as significant as that by either k or n. This fact can be compensated
by normalizing the weights on the out-bound links of a vertex, i.e., the co-citation of i
and j by m is then 2/4 = 50% as important as that by either k or n. Right: vertices i
and j co-reference vertices k, m and n. However, since vertex m is also referenced by
p and q, the co-reference of i and j by m is not as significant as that to either k or n.
This fact can be similarly compensated by normalizing the in-bound links of a vertex.

With these discussions, the reasonable choices of link normalizations are:

L → D−1
outL, (13)

L → LD−1
in , (14)

L → D−1/2
out LD

−1/2
in (15)
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Normalization of Eq. (13) uses the out-degree and is used in the PageRank algo-
rithm which is essentially the transition probability of a random walk. Normal-
ization using out-degree is related to the concept of co-citation since co-citation
uses out-links from those webpages/nodes pointing to them. Normalization using
out-degree will balance the importance of each of these nodes.

Normalization of Eq. (14) uses the in-degree and can be viewed as the transi-
tion probability of a random walk on the inverse direction of the directed graph.
Normalization using in-degree is related to the concept of co-reference since
co-reference uses in-links from those webpages/nodes pointing to them. Normal-
ization using in-degree will balance the importance of each of these nodes.

Normalization of Eq. (15) can be viewed as a compromise between the above
two normalization. This is also symmetric among the in-degree and out-degree.
Considering the balance of in-degree and out-degree normalization and the bal-
ance among co-citation, co-reference, and passage, we adopt this symmetric nor-
malization in our work.

Replacing L with the symmetric normalization, we obtain the effective sim-
ilarity between two nodes on the directed graph

W = D
− 1

2
in LT D−1

outLD
− 1

2
in + D

− 1
2

outLD−1
in LT D

− 1
2

out

+D
− 1

2
outLD

− 1
2

in D
− 1

2
outLD

− 1
2

in + D
− 1

2
in LT D

− 1
2

outD
− 1

2
in LT D

− 1
2

out . (16)

where the first term is for co-citation the second one is for co-reference and the
third and fourth are for the passages. It should be noted that co-citation and
co-reference are inherently symmetric as emphasized in [5] and the passages are
directional and naturally symmetrized by including both passage(i → j) and
passage(j → i). Eq. (16) is the main result of this work, and we call W as
co-linkage similarity (CS).

4 Empirical Studies

We apply our proposed co-linkage similarity (CS) defined in Eq. (16) into two im-
portant computer vision applications for image categorization, object recognition
and image annotation, which are often solved by graph-based semi-supervised
classification algorithms.

We evaluate our CS and compare to the following three graph construction
schemes. (1) Traditional GKS method as in Eq. (1). This is the most frequently
used graph construction method and produces a fully connected undirected
graph. In our experiments, σ is fine tuned upon data set to get best perfor-
mance. (2) Sparsity Induced Similarity (SIS) [3] and (3) �1 graph (L1G) [18] as
in Eq. (6) are two recently published works and have demonstrated better perfor-
mance than other related methods. The immediate output of these two methods
is a directed graph, therefore the original papers used a simple symmetrization in
Eq. (7) before classification. For our method, we induce two undirected graphs
from the immediate outputs of SIS and L1G methods respectively, which are
denoted as CS-SIS and CS-L1G.
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4.1 Object Recognition Using Single-Label Classification

Data sets. We use the following three data sets in our evaluations, which are
commonly used for semi-supervised learning and object recognition experiments.

Cedar Buffalo binary digit data set [9]. The digits are preprocessed to re-
duce the size of each image down to a 16 × 16 by down-sampling and Gaussian
smoothing, and the value of each pixel ranges from 0 to 255. Each digit is thus
represented by a 256-dimensional vector.

UIUC car training data set [1] consists of 1050 images of cars in side views
with resolution of 40(H)×100(W) pixels. For this data set, we use dense grids of
histogram-of-gradient features to represent each image [4], where 20 × 20 pixel
blocks, block stride of 10 pixels, and 8 orientation bins are used to obtain the
feature vector of 240 dimensions for each image.

ETH-80 data set [11] contains 8 object categories. In each category there are
10 different objects, and for each object there are 41 different poses. There are
8×10×41 = 3280 images in total. Here, similar to [11], we use the histogram of
the first derivatives DxDy with 48 dimensions over 3 different scales to represent
each image, and then all features are normalized.

Labeled and unlabeled samples. Similar to [21], for a given class, we ran-
domly pick up samples as labeled data, and the rest are used as unlabeled data.

Classification algorithm. We use the Green’s function semi-supervised learn-
ing framework [6] for classification, which is a state-of-the-art graph-based semi-
supervised classification method and has demonstrated superior performance
than several representative competing methods such as [21,20].

Evaluation criterion. We employ recognition accuracy to evaluate the perfor-
mance of the proposed CS in classification. Each recognition accuracy curve is
obtained by averaging the results over 10 different trials. For each trial, again,
we randomly select the labeled and unlabeled samples.

Classification performance. We compare the semi-supervised classification
performance on the five graphs using the three data sets. We use the same
experimental setup as in [3]. For Cedar Buffalo binary digit data set, we use
digits “1” and “2” for classification. For UIUC car training data set, two classes,
1050 images of cars and backgrounds, are used in evaluation. These two data
sets are used to evaluate binary classification performance. Then we use ETH-80
data set for multi-class classification performance. Three types of objects, apples,
pears and tomatoes, are used in our experiments since it is comparatively difficult
to distinguish these three categories in this data set [11].

Fgcap 4(a)–4(c) show the classification performance of five compared graph
construction methods. The x-axis is the number of labeled samples, and the y-
axis is the recognition accuracy. From these figures, we can see that SIS and L1G
always have similar performance. This is consistent with the theoretical back-
ground as they are derived in a similar way using similar mechanism, i.e., spar-
sity representation, as detailed in Section 2.2. Both of them are better than GKS
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(a) Cedar Buffalo binary digit data.
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(d) Performance stability evaluation.

Fig. 4. 4(a)–4(c): Recognition accuracy on three data sets. 4(d): The performance
stability of different graph construction schemes for different number of labeled samples

method. Our method, as shown by “CS-SIS” and “CS-L1G” in the figures, gen-
erally outperforms other methods, sometimes significantly. These results clearly
demonstrate the effectiveness of our method.

Effectiveness of directed graph and CS. A careful examination at the clas-
sification results show that, many objects can be only correctly detected on our
CS induced graph, e.g., the apple of picture z in Fig. 5 for ETH-80 data and
the cars of picture z in Fig. 1 for UIUC car training data set. In these figures,
the training samples in the same class as the target testing sample (vertex z)
are labeled as positive, while other training samples are labeled as negative.

The undirected graph generated by GKS method for a small part of ETH80
data is first shown in Fig. 5(a), where the minor edges (weight less 0.1) are
removed for clear illustration. On this graph, picture z can not acquire a positive
label by the label propagation algorithm, i.e., the apple can not be detected. In
Fig. 5(b), the directed graph generated by L1G method shows that, although
the label of vertex z can be correctly inferred from its training neighbors a and
c, after the simple symmetrization in Eq. (7), it can only acquire an incorrect
negative label. By our CS method, because the co-reference between a and z is
stronger than the relationship between c and z due to mutual link reinforcement
and link normalization, picture z finally obtains a correct positive label.
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Fig. 5. Part of the graphs built from ETH-80 data set. Vertex a is a positive training
sample and c is a negative training sample, the rest are testing samples. Test picture
z can always be correctly classified on our CS induced graph. All other compared
methods fail to assign correct label.

In Fig. 1, we do not show the undirected graph generated by GKS method,
because the car in picture z can never be detected on GKS graphs. Considering
the fact that GKS method assigns an edge weight essentially upon the image
similarity using the Euclidean metric, and the sizes of the cars are relatively
small and the picture has a very strong background with trees and buildings,
this result is reasonable. For the directed graph generated by L1G method as in
Fig. 1, the immediate training in-neighbors of z is c, which dominates the label
assignment of z, therefore the cars again can not be detected. However, on our
CS induced graph, the positive co-reference between e and z together with the
positive co-citation between l and z overwhelm the negative co-reference between
b and z, hence z is correctly assigned with a positive label.

Both examples in Fig. 5 and Fig. 1 concretely demonstrate the advantage of
our method.

Classification stability. Same as in [15,3], we also study the performance
stability when the amount of labeled samples varies. We compare the stability
of our CS method to those of GKS method and SIS method. We do not show
the stability of L1G method as it is very similar to SIS method theoretically
and empirically. We use digits “1” and “2” in Cedar Buffalo binary digit data
set for illustration. We compare with two different labeled data size: 20 and
40. We repeat the experiments for 15 times, and the x-axis of Fig. 4(d) is the
index of different trials. The curve “GKS-20” denotes the recognition accuracy
obtained by classification on GKS graph with 20 labeled samples, similar for the
other curves. From Fig. 4(d), we can see that the proposed CS and SIS method
have very stable performance for different labeling data sizes, while GKS exhibits
relatively large performance fluctuations. Again, these results are consistent with
our theoretical analysis.
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4.2 Image Annotation Using Multi-label Classification

We also evaluate our proposed CS in image annotation applications. We use stan-
dard 5-fold cross validation to evaluate the performance of compared graph con-
struction methods. Because image annotation is a multi-label classification task,
we use multi-label correlated Green’s function (MCGF) method [16] for classi-
fication, which is an extension of the Green’s function semi-supervised learning
framework [6] to deal with multi-label problems. We set the parameter α in the
MCGF method as 0.1, which is same as in the original work.

Data sets. We use the following three benchmark multi-label image data sets
in our evaluations.

TRECVID 20051 data set contains 61901 images and labeled with 39 concepts
(labels). As in most previous works, we randomly sample the data such that each
concept has at least 100 images, same as in [16].

MSRC2 data set is provided by the computer vision group at Microsoft Re-
search Cambridge, which has 591 images annotated by 22 classes.

Barcelona data set3 contains 139 images with 4 categories, i.e., “building”,
“flora”, “people” and “sky”.

In order for a complete evaluation, we first use simple (natural) features of
these three image data sets. We divide each image into 64 blocks by a 8 × 8
grid and compute the first and second moments (mean and variance) of each
color band to obtain a 384-dimensional vector as features. In addition, we also
evaluate our methods using advanced image features. For MSRC data set and
Barcelona data set, 100-dimensional SIFT features (denoted as “SIFT features”
in Table 1) are extracted for classification. For TRECVID 2005 data set, SIFT
features can not be extracted on typical personal computers due to its big size.

Evaluation criteria. The conventional classification performance metrics in
statistical learning, precision and F1 score, are used to evaluate the compared
methods. Precision and F1 score are computed for every class following the
standard definition for a binary classification problem. To address multi-label
classification, macro average and micro average are used to assess the overall
performance across multiple labels [12].

Classification performance. Table 1 presents the classification performance
comparison for five methods using 5-fold cross validation on three data sets.
From the results, we can see that our method is constantly better than the
other compared methods. We achieve about 10.56% improvements on average
for TRECVID 2005 data set, about 11.32% improvements on average for MSRC
data set and about 6.60% improvements on average for Barcelona data set.
Again, these results quantitatively support the theoretical advantages of our
proposed method.

1 http://www-nlpir.nist.gov/projects/trecvid
2 http://research.microsoft.com/en-us/projects/objectclassrecognition/

default.htm
3 http://mlg.ucd.ie/content/view/61

http://www-nlpir.nist.gov/projects/trecvid
http://research.microsoft.com/en-us/projects/objectclassrecognition/default.htm
http://research.microsoft.com/en-us/projects/objectclassrecognition/default.htm
http://mlg.ucd.ie/content/view/61
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Table 1. Performance evaluations of compared methods by 5-fold cross validations

Data sets Evaluation metrics
Compared methods

GKS SIS L1G CS-SIS CS-L1G

TRECVID
2005

Macro
average

Precision 0.249 0.258 0.260 0.292 0.293

F1 score 0.272 0.281 0.283 0.301 0.303

Micro
average

Precision 0.237 0.249 0.248 0.287 0.289

F1 score 0.270 0.279 0.280 0.295 0.298

MSRC

Macro
average

Precision 0.216 0.224 0.221 0.258 0.257

F1 score 0.285 0.297 0.296 0.322 0.320

Micro
average

Precision 0.214 0.221 0.220 0.254 0.253

F1 score 0.281 0.296 0.293 0.316 0.315

MSRC
(SIFT
features)

Macro
average

Precision 0.341 0.361 0.360 0.420 0.418

F1 score 0.391 0.402 0.404 0.457 0.453

Micro
average

Precision 0.324 0.351 0.350 0.424 0.423

F1 score 0.371 0.406 0.403 0.456 0.455

Barcelona

Macro
average

Precision 0.784 0.815 0.813 0.864 0.861

F1 score 0.724 0.757 0.753 0.811 0.810

Micro
average

Precision 0.781 0.812 0.811 0.859 0.853

F1 score 0.720 0.751 0.750 0.807 0.806

Barcelona
(SIFT
features)

Macro
average

Precision 0.795 0.836 0.835 0.885 0.883

F1 score 0.731 0.769 0.768 0.825 0.824

Micro
average

Precision 0.792 0.823 0.823 0.882 0.884

F1 score 0.730 0.767 0.763 0.827 0.825

5 Conclusions

In this paper, we presented a novel co-linkage similarity (CS) to describe a di-
rected graph in an undirected way. Besides preserving structural directionality
information of a directed graph, our CS method also enhances the pairwise re-
lationships among the data objects by taking into account both mutual link
reinforcement and symmetric in-links and out-links normalization. As a result,
directed graph data can be used in existing graph-based semi-supervised classifi-
cation algorithms with improved classification performance, which by design can
only work with undirected graph data. By applying our proposed CS into two
important computer vision problems for image categorization, object recognition
for single-label classification and image annotation for multi-label classification,
we conducted extensive empirical studies on six benchmark data sets to eval-
uate various aspects of our method. Clear improvements demonstrated in all
experimental results validate the performance of our proposed method.
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